
 

 

 

 

 

 

 

 

 

 

 

 Acquisition of exterior multiple sound sources

for train auralization based on beamforming
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Summary

The auralization of train exterior noise requires not only the identification of different sound sources,

but also the separated signal from each source. A virtual sound could not sound convincing if it

is created by pure synthesis method without actual recordings, especially when there are multiple

moving sources. Beamforming has been proved qualified to solve the identification and localization

problems of multiple moving sound sources from trains, however, for auralization these information

are not enough. This paper focuses on capturing the sound source signals from a running train by the

method of beamforming for auralization. Beamforming is applied to identify the major sound sources

and obtain their spatial distribution, and the recordings are used as actual signals for the synthesis

as well. A microphone array is mounted along the railway side to carry out the measurement, which

includes measuring the exterior noise from different types of trains at different speeds. With subse-

quent post-processing, the main sound sources are localized and identified. According to the spectra

of the recordings, the sound sources are allocated separately to tonal and broadband components.

The tones are generated by the propulsion system, while wheels, pantograph and coaches contribute

mainly to the broadband part, namely rolling noise and aerodynamic noise. Finally, it is discussed

how these individual signals can serve for the auralization of the complete train.

PACS no. 43.58.+z, 43.60.+d

1. Introduction

The noise generated by the high-speed vehicles not
only has been the main annoyance to people at home
but also to the outside environment. Auralization is
understood as the process of turning predictive or
measured acoustics data, such as a noise spectrum,
into an audible audio signal in Virtual Reality (VR)
[1]. With the synthesis of the sound sources or record-
ing of trains, a virtual scenario with a train running
will be realized, allowing the simulation and plausible
experience of the generated noise. Therefore, the ac-
quisition of the sound sources is the prerequisite for
auralization.

Beamforming is an efficient and popular method to
localize sound source [2] [3], including moving sound
sources, such as aircrafts [4], trains [5], cars [6] etc.
Acoustic beamforming uses microphones to form an
array to enhance the detected audio signal. The geom-
etry and weighting of the array determine certain per-
formance, resolution, signal-to-noise (SNR) ratio, di-
rectivity etc. When the received signal is spatially fil-
tered, the signal from a particular steered angle is en-
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hanced, which is usually used for the unknown source
localization. Based on the localization of the sound
sources and their characteristics (frequency compo-
nents, amplitudes, phases etc.), can the synthesis be
conducted. For aircraft noise synthesis, a complete
process is developed by Stephen A. Rizzi et al. [7],
while for electrical railbound vehicles, a sound synthe-
sis and validation model is proposed by M. Klemenz
in [8].

This work uses a beamforming method to identify
the sound sources on a train during passing by, which
is the first step in the whole auralization procedure.
Furthermore, the noise components are analyzed and
the steered audio files are generated using beamform-
ing as well. Finally, the following synthesis of pass-by
noise for the train auralization in virtual environment
is discussed.

2. Beamforming method

2.1. Delay and sum beamforming theory

When an array of microphones is used simultaneously
to record a signal, the signals measured by each mi-
crophone can be denoted as f(t,pn), where pn is the
coordinates of nth microphone. If we apply a time de-
lay τn to a microphone compared to the origin of the
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Figure 1. Traveling distance difference for plane and spher-

ical waves.

array, the signal of this microphone is the same as that
measured by the origin. The origin is assumed at the
gravity center of the array and whether there is a mi-
crophone at the origin does not make difference. This
time delay differs between plane and spherical waves
because of different traveling distance difference dn
compared to the origin for the same microphone. Fig-
ure 1 shows the difference between the two types of
waves.
τn is expressed as

τn =
dn

c
(1)

where c is the speed of sound. For plane wave, dn =
aTpn, where a is the unit vector of the incident wave
direction. Therefore,

τn =
aT · pn

c
(2)

For spherical wave, dn = ‖a+ pn‖ − ‖a‖ = ‖an‖ −
‖a‖, so

τn =
‖an‖ − ‖a‖

c
(3)

With all signals received by the microphones de-
layed with the corresponding delay time τn, the out-
put of the array is achieved by summing them up. The
measured signal is hence enhanced in the output com-
pared to measuring only with one microphone. This
algorithm is called delay and sum beamforming, or
conventional beamforming [9].

y(t) =

N−1∑

n=0

wnf(t− τn,pn) (4)

wn represents the weighting multiplied on the out-
put signal from the nth microphone and N is the mi-
crophone number. If wn is not uniform, then the array
is “shaded” [5]. The weighting is very important in ad-
justing the beamwidth and sidelobe level for a given
array geometry, which will be discussed later.

If the output is transformed into frequency domain
by Fourier Transform, time delay τn is then expressed
by linear phase shift as φn = e−jωτn [10]. For plane
wave,

φn = e−jkTp
n (5)

where k = ω
c
a is the wave number. For spherical

wave

φn =
e−jk‖an‖ejk‖a‖

‖an‖
(6)

where k = ω
c

is the magnitude of wave number and

ejk‖a‖ is a constant. Besides, the phase shift is nor-
malized with ‖an‖ as what has been done in the plane
wave phase shift equation.

With a target direction kT (aT ), defining

v(k) = [e−jkTp
0 ; e−jkTp

1 ; ...; e−jkTp
N−1 ] (7)

for plane wave, and for spherical wave

v(k) = [
e−jk‖a0‖ejk‖aT ‖

‖a0‖
;
e−jk‖a1‖ejk‖aT ‖

‖a1‖
;

...;
e−jk‖aN−1‖ejk‖aT ‖

‖aN−1‖
]

(8)

as the array manifold vector, the output of the array
in frequency domain can be written as

Y (ω,k) = wT (k)F(ω) (9)

where wn(k) = wnvn(k), and Fn(ω) is the Fourier
Transform of f(t,pn). This function is also defined as
the frequency-wavenumber response function. If we
specify the wave traveling direction, the array beam
pattern can be obtained according to this function

B(ω : θ, φ) = Y (ω,k) |k=ω

c
a(θ,φ) (10)

Beam pattern plays a very important role in deter-
mining array performance, which will be discussed in
the following section.
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As stated before, the weighting wn is important
to array performance. If uniform weighting is used,
the resolution can reach the best when the noise at
each microphone is assumed as spatially uncorrelated.
Therefore the resolution and the sidelobe level reduc-
tion are reciprocal with each other. If the Chebyshev
weighting is applied, the MSL increases by 9 dB to 18
dB and at the same time half BWNN increases from 3◦

to 9◦ (0.5 m, steering angle equals zero) at 2 kHz com-
pared to the uniform weighting. Taking Chebyshev
weighting as an example of the nonuniform weight-
ings is because it increases the beamwidth with the
least value and the MSL with only around 1 dB less
than the others.

4. Calculation and results

4.1. Beamforming on moving sound sources

The microphone array is vertical line array, so it does
not have any resolution capability in the horizontal
plane. However, spherical wave is taken as the propa-
gating wave considering the distance from the train
to the array. Therefore for a sound source on the
train, the pressure received by microphones reaches
the highest amplitude when the source position is
right in front of the array. Therefore, the audio can
be divided into many blocks with equal time slot, and
for each time slot there is a corresponding part of the
train “facing” the array. “Facing” means the center of
this part is just in front of the array, or rather, in the
resolvable area. Of course in a specific time slot the
audio consists of the sound signals radiated from all
the sound sources. However, a sound source could still
be identified comparing with the sound pressure level
in the neighbor blocks when it is “facing” the array.

Imagine there is a plane which sticks to the train
near-side surface and the sound sources are all on this
plane, on which the beamformer output is calculated
and the sources are localized. This plane is called re-
construction plane [6], which is 3.2 m away from the
array. The array focus can be steered from top to bot-
tom for the part “facing” the array on the reconstruc-
tion plane. This part can be divided into grids, each
grid representing a steering angle. As the train moves,
the following parts are divided under the same rule,
making the whole reconstruction plane into a mesh
plane. Thereby a color map is generated where the
grid with greater amplitude among the neighbor grids
may indicate a sound source.

A simulation is run using the Matlab ITA-Toolbox
developed at the Institute of Technical Acoustics at
RWTH Aachen University [12]. Three moving sources
are located at three different positions: a (1,3,0), b
(0,3,5), c (-2,3,7) on a plane, and it moves at speed of
1 to the negative z direction. The microphone array
is placed on the x axis from -0.92 to 0.92 with 0.08
spacing as in the real measurement (Figure 5). The
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Figure 5. Microphone array and original positions of the

moving sources in the simulation
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Figure 6. Simulation: color map of three moving sound

sources.

calculated color map of the reconstruction plane at 4
kHz using the method above is shown in Figure 6. The
sources can be clearly identified according to the col-
ors. The areas also with stark colors near the sources
illustrate that the array receives less energy from the
particular source when it is not right in the front, and
influenced by other sources as well. Even in each time
slot the signals from all sources mixed up, they can
still be isolated.

4.2. Sound source localization

The reconstruction plane for RE9 is partitioned into
529 × 460 grids, where the 529 is along the length of
the train with 0.48 m spacing, corresponding to 512
samples of each audio block ; 460 in the elevation and
0.015 m spaced, which guarantees no spatial aliasing
up to 5 kHz.

Uniform weighting is applied in the frequency be-
low 2.5 kHz while for higher frequencies Chebyshev
weighting is used, which can increase the MSL for
higher frequencies. This is reasonable because using
the Chebyshev weighting in lower frequency will lead
to BWNN improvement hence reducing the resolu-
tion. At 2.5 kHz, the resolution using Chebyshev
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