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Abstract
The use of auditory models is important for designing speech and audio processing algorithms for hearing
assistive devices. These auditory models are often parameterized by a set of parameters relating to auditory
function, e.g., hair cell loss or synaptopathy. In practice, the computational load of these auditory models can
be very high thus limiting the feasibility of using the models as bio-inspired loss functions for deep learning
based hearing loss compensation strategies or denoising strategies. Previous efforts have addressed this problem
by training a neural network for each parameter configuration of the auditory model which greatly reduces the
computation time of the auditory model but requires a new network to be trained whenever the parameterization
changes. In this paper we propose an approach where a single neural network is trained, once and for all, to
accurately simulate auditory models across their parameter spaces by conditioning the weights of the network
on the parameters of the respective auditory models. This approach enables greater flexibility than training a
single model for each parameter configuration, as any parameterization can be acquired on the fly. The accuracy
of the neural network is shown to be robust across both unseen inputs and standard audiograms.
Keywords: Auditory models, deep learning, neural networks, computational modelling

1 Introduction

The mammalian auditory system is a complex, dynamic and non-linear system which processes and extracts
information from acoustic signals. In order to gain understanding and predictive capability of the auditory
system, there has for several decades been undertaken a large effort tomodel the experimental data. Traditionally
the auditory system is broken down into smaller sub-systems corresponding to a functional or anatomical sub-
structure, e.g. the cochlea or the auditory nerve. These models are themselves often complex and might be
computationally expensive. The models are therefore limited in their use-cases for real-time signal processing
or deep learning applications. Previous approaches have solved this problem by training a neural network, here
denoted as an Auditory Model Simulator (AMS), to simulate the input-output relations of the sub-systems of the
auditory systems [1][2], which can simulate the auditory models in real-time. The drawback of this approach
is that an individual AMS has to be trained for each parameter configuration of a given auditory model. To
circumvent this problem, we present a framework that can simulate the inner representation of the auditory
model, by extending the previous described approach to include aWeight Generating Network (WGN), a neural
network that generates the weights for the fixed structure of the AMS conditioned on the parameter space of the
auditory model.
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2 Methods

In this section the overall framework and the different components of the proposed framework will be intro-
duced, including the chosen example auditory model, the architecture of the AMS and WGN, the training pro-
cedure and the parameters of the networks.

2.1. Modelling framework

We denote the auditory model, as fθ : X → I , withX being the signal space, I the inner representation space of
the model and θ the parameters of the model. We approximate this model by the structure shown in Figure 1. We
generate the parameters for the AMS from the WGN: Θ → W , where Θ is the weight space of the model, and
W is the parameter space of the AMS that approximates fθ, which we denote as f̂θ. There are thus two disjoint
paths in the framework, each of which is represented by a neural network: The signal path (represented by the
AMS) and the parameter path (represented by the WGN). By decoupling the audio and the audiogram inputs
through two networks, the complexity at inference is smaller than training one large network, as the functional
relationship between the auditory models and audiogram is disjoint from the audio processing path.

Weight Generating Network
(WGN)

AudiogramInput Audio

Inner Representation

x

Auditory Model Simulator
(AMS)

Figure 1: An acoustic input signal, x, is passed through the Auditory Model Simulator (AMS).
The weights of the neural network are generated by the Weight Generating Network (WGN), that
produces the neural network weights based on model parameters, θ. The bold lines denote the
signal path, and the dashed lines denote the parameter path. The result is a model inner represen-
tation.
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2.2. Auditory model

In this work we consider the Inner Hair Cell (IHC) stage of the UR EAR 2020b model[3][4] as an exemplary
model. The model is illustrated in Figure 2. The model consists of K parallel non-linear auditory filters mod-
elling the IHC transduction induced by the movement of the basilar membrane, with filters placed successively
along the basilar membrane. The center frequencies of the filters are logartihmically distributed from 125 to
8000 Hz. For each filter, there are 2 parameters related to hearing loss, cOHC and cIHC , relating to outer hair
cell function and inner hair cell function, respectively. The model is supplied with a function that for any given
audiogram computes the full set of appropriate model parameters.

Input Audio

Middle-Ear
Filter

Wideband Filter Chirping Filter Control Path Filter

Outer Hair CellInner Hair Cell

Inner Hair Cell Potential

Outer Hair Cell

Control Path
Filter

Figure 2: Example auditory model [3][4].

2.3. Auditory Model Simulator

For the AMS we use the Wave-U-Net structure [5]. The structure is a U-shaped convolutional auto-encoder,
that for each layer performs a convolution, followed by downsampling or upsampling and a non-linear acti-
vation function. The network is subdivided into blocks according to their function in the network: The input
block, downsampling block, embedding block, upsampling block and output block. All blocks except for the
input block include a 1D-convolution operation parameterized by the WGN, resulting in a total of 2N+2 1D-
convolution operations, where N is the number of downsampling blocks. The architecture is illustrated in Figure
3. The Wave-U-Net is very similar to previously used models for simulating cochlea respones [1]. In the previ-
ous work the structure was found appropriate for simulating different hearing losses, and different models, such
as models of the cochlea, the inner hair cells and the auditory nerve, motivating this choice of network.

2.3.1 Input Block

This block resamples the input to 20 kHz and crops the input such that the input length is a multiple of 2N . This
ensures that the length of the output of the network and skip connections are consistent with the input.
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2.3.2 Downsampling Block

The downsampling block is a 1-dimensional convolution block, i.e. convolution over time and an activation
function, followed by decimating the signal by a factor 2. Note, there is no anti-aliasing filters in this setup.
Skip connections are connected to the upsampling blocks, which might help restore the phase information that
might be lost during down-sampling and improve gradient flow during training.

2.3.3 Embedding block

The embedding block consists of a convolutional layer and an activation function. The parameters of the con-
volution is the same as of the downsampling block, but there is no skip connection and downsampling.

2.3.4 Upsampling Block

The upsampling block is structured inversely to the downsampling block. The input is upsampled by linear inter-
polation, followed by a concatenation with the skip connection from the downsampling block and a convolution
block.

2.3.5 Output Block

The output block concatenates the input and performs a point wise convolution with the last upsampling layer
and the input. The inner representation is the output of this layer.

2.4. Weight Generating Network

The WGN generates the neural weights for the AMS by a linear combination of parameter tensors. The WGN
is illustrated in Figure 4. Denote the tensors containing the weights for the nth layer in the AMS by wn, then
the WGN generates wn as a function of audiogram parameters θ, by a linear combination of K tensors:

wn =
K∑
k=1

αn,kwn,k (1)

The αn,k are generated by the WGN, by feeding the model parameters found from the audiogram through a
3-layer Multi Layer Perceptron (MLP), e.g. a fully connected feedforward network with 3 layers. The output of
the MLP has dimensions (K(2N + 2)), and is reshaped into a matrix of dimension (2N + 2,K). This matrix
is split into 2N+2 K-dimensional vectors, and the softmax function is computed across the K elements in each
vector, outputting 0 ≤ αn,k ≤ 1, which are used as in Equation (1). Note that the method is similar to the
Dynamical Convolution approach in [6] and Conditional Convolution approach in [7], the difference being that
these approaches generate the weights by conditioning on the input and therefore solves a different problem.

2.5. Training

In order to train the network, a dataset is created by generating 7500 input-output pairs, {T := (x, fθ(x))|x ∈
X, θ ∈ Θ}, whereX is 7500 random sentences from the LibriTTS [8] database, andΘ is generated by sampling
from 10 different standard audiograms [9] and multiplying the audiograms by a random scalar between 0.5 and
1. The audiograms are defined for 10 frequency bands and are interpolated linearly on a log/dB scale for center
frequencies between these frequency bands. For the results presented here we use J=90 center frequencies, or
frequency channels, of the auditory model. For all audiograms we contribute 2/3 of the threshold shift to the
outer hair cells (OHC) and 1/3 to the IHC. The inputs are normalized to 80 dB SPL, and the input-output pairs
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Figure 3: Overview of the auditory network simulator. The bold lines denote the signal path and
the dashed lines denote the parameter path. The circles denote the weights generated by theWeight
Generating Network (WGN).

are sampled at 20 kHz and segmented into windows of 2048 samples with 256 samples of temporal context on
each side of the window. The AMS and WGN are trained jointly with respect to a scaled L1-loss function:

L(fθ(x), f̂θ(x)) =

J∑
j=1

||βjfθ,j(x)− f̂θ,j(x)||1 (2)

where j is the j-th channel of the inner representation and

βj =
1

|T |
∑

(x,fθ(x))∈T

1

||fθ,j(x)||1
(3)

The weighting term βj allows better optimization of the higher frequency channels, where the absolute energy
is orders of magnitude lower than the lower frequency channels which affects the integration of the gradient

311



3-Layer MLP

Reshape

Weight
block 1 Weight block 2 Weight Block

2N+2 

Audiogram to model parameters

Audiogram

Softmax

Figure 4: Overview of the Weight Generating Network. The outputs of this network is used as
parameter inputs for the Auditory Model Simulator

with respect to the different channels during training. This weighting is especially important for simulating
sloping hearing losses, since the shape of a conventional hearing loss exacerbates the effect. During inference,
f̂θ,j is multiplied by the reciprocal of βj . The ADAM [10] optimizer is used together with back propagation
and gradient descent using a batch size of 256 and a learning rate of 0.0001. The network was trained for 75
epochs.

2.6. Model parameters

For the results in this paper we use the AMS and WGN structures given in Tables 1 and 2.
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Table 1: Structure of the Auditory Model Simulator

N 8
Kernel size 21
Depth 160
Encoder activation Tanh
Decoder activation PReLU

Table 2: Structure of the Weight Generating Network
Layer 1 of MLP (180× 100)

Layer 2 of MLP (100× 100)

Layer 3 of MLP (100× 48)
Activation of MLP Tanh
K 3

3 Results

In this section we will present the results in three different ways: (i) Through visualization of the inner repre-
sentations, (ii) a comparison of the error between the training set and test set, and (iii) an error measure of the
model across different audiograms and levels.

3.1. Visualizing the results

In Figure 5 we illustrate the inner representation of the ground truth (top row), our simulation (middle row)
and the difference between the two (bottom row), for three different audiograms, for the same speech signal, x.
From the figure it can be seen that the model fairly well approximates the general characteristics of the reference
model, although discrepancies still exists.

3.2. Generalization to unseen speech

In order to test if the model can generalize to unseen speech, we compare the Mean Absolute Error (MAE) on a
set of 100 audiograms and sentences of speech that was in the original training dataset with a testset consisting
of the same audiograms but different sentences, with the speech scaled to the same level of the training set. The
results are shown in Table 3. The test error is 7% larger than the training error, suggesting that the model is
quite robust to unseen input signals.

Table 3: Training and test Mean Absolute Error (MAE) for the model, computed across different
audiograms

Train Test
MAE 0.00081 0.00087
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Figure 5: An example of the outputs of the Auditory Model Simulator conditioned on three dif-
ferent standard audiograms (N1,N3,N5) [9]. The top row is the ground truth, the middle row is
the output of the AMS and the bottom row is the difference between the ground truth and our
approach. The input is a speech signal that was not part of the training set, scaled to have an RMS
value of 80 dB SPL. Notice different scales across audiograms and the bottom row to enhance
visibility.

3.3. Testing error across audiograms and levels

In order to quantify the performance across audiograms and speech levels, we measure the error on the 10
standard audiograms [9] across 10 sentences that were not in the training set. We scale the absolute error, so
that the errors are comparable across different levels and audiograms by introducing a Relative Mean Absolute
Error (RMAE):

RMAE =
|fθ(x)− f̂θ(x)|1

|fθ(x)|1
(4)

From Table 4 it is clear that the error becomes large at low SPL levels relative to the level which was used to
train the networks for audiograms with severe/profound broadband hearing losses, i.e N5-N7, meanwhile the
error stays relative constant across different audiograms for the SPL levels on which the networks were trained.
We note that N6 and N7 have identical errors, which is due to the parameters of the auditory model being
identical for these two audiograms. It can be seen that the error is relatively large for the 60 dB SPL for the
N5-N7 audiograms. Upon inspecting the output, we observe that the waveform looks to be the correct but has
a large DC offset. This DC offset disappears for the 70 and 80 dB SPL condition. The DC offset could be due
to low amplitudes and energy relative to the other audiograms and input levels resulting in a small effect on the
gradient of the weights, and in particular the bias units, during training of the network and a higher sensitivity
to small perturbations of the weights during inference. The significance of this error will largely depend on the
application. We hypothesize that by using an architecture that discards the bias units, extending the training set
to include additional input levels and modifying the loss function to accommodate the additional input levels,
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that one can alleviate the problem of the DC offset.

Table 4: Relative Mean Absolute Error plus/minus the standard deviation for the 10 standard
audiograms [9], measured across the same 10 sentences for each audiogram

Audiogram/Level dB[SPL] 60 dB 70 dB 80 dB
N1 0.23± 0.04 0.20± 0.03 0.17± 0.02

N2 0.21± 0.04 0.18± 0.03 0.16± 0.03

N3 0.21± 0.03 0.19± 0.03 0.19± 0.02

N4 0.36± 0.04 0.32± 0.03 0.31± 0.02

N5 1.7± 0.14 0.39± 0.04 0.21± 0.04

N6 1.84± 0.16 0.39± 0.04 0.21± 0.04

N7 1.84± 0.16 0.39± 0.04 0.21± 0.04

S1 0.23± 0.04 0.20± 0.03 0.17± 0.02

S2 0.20± 0.04 0.18± 0.03 0.16± 0.03

S3 0.27± 0.02 0.24± 0.02 0.23± 0.02

4 Conclusion

In this work we propose a neural network modelling framework that simulates an auditory model across its pa-
rameter space by processing the input and the parameters disjointly through two neural networks. The networks
are trained on a set of speech and audiograms, and the model is shown to generalize well to unseen speech inputs.
The error of the model is measured across a set of standard audiograms and input level, and is shown to have
robust performance, except for a few cases where the model had a significant DC offset. Further work could
investigate architectural improvements, parameter tuning and optimization techniques for this kind of model.
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