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Abstract – To fully realize the potential of 
ultrasound imaging, large arrays providing full 
three-dimensional focusing and diffraction limited 
resolution must be developed. Due to spatial 
heterogeneities in the sound velocity, however, 
several key problems limiting overall image quality 
must be overcome before such arrays will be 
clinically useful. We have developed phase 
aberration correction methods for 2-D anisotropic 
arrays to minimize the effect of sound velocity 
variation on image quality. Two methods have 
been tested to estimate phase profiles with a single 
transmit pulse using signals from speckle 
generating scatterers. The first employs cross-
correlation between all pairs of neighboring 
elements. In the other, cross-correlation between 
signals on all elements and the beam sum are used. 
Both have advantages and disadvantages for real-
time implementation. Nevertheless, each can 
produce robust aberration corrections yielding 
greatly improved image quality. A scanner with 
circuitry for real-time aberration correction has 
been constructed and tested. Results from this 
system strongly suggest that marked improvement 
in clinical image quality can be obtained with real-
time aberration correction. 

 
INTRODUCTION 

 
Algorithms compensating for non-uniform sound 

propagation in the human body have been studied 
for many years [1-18]. One of the simplest, and 
arguably still one of the most powerful, methods 
estimates and corrects wavefront arrival time errors 
at each element in a large aperture, multi-
dimensional array. It assumes that the dominant 
aberration source can be modeled as a thin layer 
very near the transducer surface, and ignores 
refraction (thin layer) and interference (layer is 
close to the transducer surface), both of which can 
produce wavefront amplitude variation and pulse 
shape distortion. 

Arrival time errors at individual array elements 
can be estimated using a number of techniques. 
Here we focus on two methods developed in our 
labs over the last 18 years. Both use correlation as 
the basic tool estimating aberrations in the 
ultrasound wavefront sampled by the imaging 

array. The first correlates signals between all 
neighboring elements to estimate relative arrival 
time errors [1-2]. These differential delays must be 
unwrapped across the entire array to produce the 
full arrival time error function. The second 
correlates individual element signals with the full 
array receive signal, i.e., the beam sum, producing 
a direct estimate of the full arrival time error 
function [17-18]. Each method has pros and cons, 
as discussed in the next section. 

No matter which method is used, the wavefront 
must be sampled to preserve the spatial scale of the 
aberration for meaningful arrival time estimates 
[19-21]. Measured autocorrelation lengths for 
ultrasound propagating through excised abdominal 
tissue vary considerably, but can be as small as a 
few mm [8,22]. The element azimuthal pitch of 
commercial abdominal one-dimensional arrays is 
well below this length scale, but the elevational 
height is much larger. Multi-row probes, in which 
the elevational aperture is subdivided, are essential 
for meaningful time delay estimation and 
correction [19, 20, 23-25]. 

Finally, no matter what method is used, the 
quality of the estimated arrival time error depends 
on the quality of the transmit focus [1, 2, 26]. Since 
some level of correction will improve transmit 
focusing, an iterative method is very attractive. 
Arrival time error estimates are added to the 
applied delay pattern on both transmit and receive 
for the next transmit firing in the same direction. 
Improved estimates of the residual error are then 
obtained because of the improved transmit focus; 
the beam forming delays are again updated; and so 
on.  

 
ARRIVAL TIME ERROR ESTIMATION 

 
Differential time delay errors between 

neighboring elements can be measured using the 
phase of the zero lag of the complex cross-
correlation function [1-2]. That is, 
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where f is the ultrasound frequency, Sim is the 
analytic (or complex baseband) signal at element i 
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on beam m, S(i-1)m is the analytic signal for the 
neighboring element to i on beam m, and k ={k0,k1} 
is the user-defined range segment defining the 
correlation window. Signals contained in Eq. (1) 
have already been corrected for geometric arrival 
time differences. Note that the element indexing 
scheme implies a 1-D aperture, but it can be easily 
generalized to handle a multi-dimensional one. Also 
note that the magnitude of the normalized cross-
correlation function (i.e., the correlation coefficient) 
serves as a quality measure of delay estimates.  

A slight variation on the nearest neighbor method, 
called the beam sum algorithm, solves some of the 
problems related to estimation bias at the slight 
expense of estimation precision. This approach 
correlates each channel signal to the sum of those 
signals for a given beam direction, i.e., the beam 
sum [17-18]. That is,  
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nearest neighbor signals approaches one in the limit 
of no aberrations and high spatial sampling of the 
aperture, the precision of time delay estimates can 
be quite high. The complete phase aberration profile 
is calculated by unwrapping these differential 
measurements across the array for each transmit 
beam to produce a total profile τim, where i is the 
element index and m is the beam index. 

 
where Bm is the beam sum for the mth beam and N is 
the total number of channels contributing to the mth 
beam. Again, all individual element signals used in 
Eq. (2) have already been corrected for geometric 
arrival time differences. Note that by using a 
common reference signal for all channels, the arrival 
time function τim is estimated directly. One problem with this method, as shown in 

[2,14], is that calculated differential delays will 
underestimate true differences between elements 
when speckle sources are used. The magnitude of 
the underestimation is directly related to the width 
of the transmit beam. If the transmit beam is 
significantly distorted, then the unwrapped phase 
profile will underestimate the true arrival time 
function. In addition, if all linear terms are removed, 
then a residual parabolic term remains. This 
parabolic error, the result of subtracting calculated 
beam focusing delays from underestimated 
propagation delays, introduces a bias in the 
estimated phase profile.  

The simplicity of a common reference signal is 
particularly attractive for multi-row probes, where 
direct estimation eliminates any potential problems 
with unwrapping across a two-dimensional aperture. 
In addition, beam sum correlation is less susceptible 
to a single bad estimate. If data on one channel is 
corrupted, due to interference or refraction effects 
for instance, then the error is almost entirely limited 
to that channel. In contrast, if a differential delay 
must be unwrapped, then corrupted channels must 
be eliminated or else the entire arrival time profile 
can be compromised. Indeed, an undetected single 
element error can greatly reduce the accuracy of an 
unwrapped profile. Robust estimation is essential, 
since estimates are the error signal in a real-time 
feedback loop controlling time delays. 

A second problem with nearest neighbor 
correlations is propagation of measurement error 
across the array. Even though the precision of an 
individual differential measurement between two 
channels can be quite good, the error can propagate 
across the aperture as differential delays are 
integrated to form the complete profile. Methods 
have been developed, however, to minimize 
integration errors both for 1-D and 2-D apertures 
[14, 27-28].  

The primary disadvantage of the beam sum 
method is reduced precision. As noted above, 
precision is directly related to the magnitude of the 
correlation coefficient. Nearest neighbor correlation 
coefficients routinely approach one, whereas beam 
sum correlation coefficients can be as low as 0.5 for 
a multi-row aperture even with ideal beam forming 
[29]. The correlation with the beam sum is 
proportional to the sum of the correlations with each 
channel, since 

In summary, nearest neighbor correlations yield 
highly precise differential measurements of arrival 
time errors using signals from speckle generating 
objects. Some imprecision is introduced in the 
unwrap process computing the complete error 
profile across the aperture. In addition, estimation 
bias is introduced if the transmit beam is greatly 
distorted. Iteration of the error profile yields an 
improved transmit beam at each step. Consequently, 
iteration minimizes the bias and can produce high 
quality error profile estimates. The only major 
concern with this algorithm, assuming proper spatial 
sampling of the imaging aperture, is the number of 
iterations required to converge to a stable estimate 
for extremely distorted wavefronts. 
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The correlation coefficient between signals from 
pairs of elements (averaged over a speckle-
generating target), however, decreases with element 
separation, reaching a value close to zero for 
elements on opposite ends of the imaging aperture 
[30]. Consequently, the correlation coefficients with 
the beam sum is less than one for all elements, is 
maximum at the aperture center, and is minimum at 
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the aperture edges. Lower correlation coefficients 
produce less precise estimates. 

To overcome the reduced precision of beam sum 
correlations and the bias of nearest neighbor 
correlations, we have investigated a number of 
algorithms combining both estimates [14]. The first 
step is to set a threshold on the beam sum 
correlation coefficient. Those elements whose 
correlation to the beam sum exceeds the threshold 
will retain this error estimate. Remaining elements 
will then have their error profiles “filled in" using 
nearest neighbor correlations. These estimates are 
unwrapped and adjusted linearly within reference 
points provided by the beam sum correlation. Note 
that as the beam sum correlation increases with 
iteration, the threshold relative to the mean also 
increases. 

Using such a procedure, the advantages of both 
beam sum correlations and nearest neighbor 
correlations can be exploited. Retaining only those 
error estimates from beam sum correlations with 
high correlation coefficients produces low error 
variance. These points then serve as references for 
nearest neighbor correlation estimates, thus 
restricting the extent to which measurement errors 
can propagate across the array. Furthermore, the 
parabolic error due to the wide isonifying beam in 
nearest neighbor estimates is removed linearly 
piecewise by reference points from the beam sum 
correlation. 

Time delay error profiles are estimated 
independently on each beam. For a pure phase 
screen model, the error profile should be 
independent of the beam direction. However, due to 
imperfections in the phase screen model, and the 
limits on correlation accuracy given finite electronic 
signal to noise ratio in clinical scans, the arrival 
time error on a given channel varies with transmit 
beam direction. Several averaging methods have 
been developed to smooth arrival time variations at 
a given element assuming that the total error profile 
across the imaging aperture varies slowly with beam 
direction. These algorithms produce robust 
estimates of the arrival time error at each element of 
multi-dimensional arrays as a function of beam 
angle, as detailed in [17-18]. 

As noted above, all algorithms are applied 
iteratively, where arrival time estimates in one 
image frame are used to correct transmit and receive 
beam forming delays in the next frame; new 
estimates are obtained using the updated beam 
forming delays and applied as corrections; and so 
on. We have observed that for both algorithms, or 
combinations of the two, the procedure almost 
always stabilizes within three to four frames. 

Since the magnitude of the correlation coefficient 
between either nearest neighbor signals or the beam 
sum with elemental signals is greatly reduced 
outside of the transmit focal region, all correlation 

measurements are centered around the electronic 
transmit and elevational lens focus of the 
transducer. A longer correlation region improves 
electronic signal to noise ratio and reduces the 
influence of strong, specular reflectors, but it can 
reduce the average correlation coefficient from 
speckle. The best compromise between these 
competing effects usually dictates a correlation 
window of 20-50 mm. 

 
  ADAPTIVE SCANNER 

 
Over the last 15 years we have built several real-

time scanners to test both nearest neighbor and 
beam sum correlation methods. The preferred 
algorithm, as noted above, combines both methods. 
As this time, however, the computational load for a 
combined approach is prohibitive for real-time 
scanning. Consequently, the system used for the 
results presented here implemented only the beam 
sum algorithm for real-time, frame-to-frame 
aberration correction. 

The adaptive imager uses a GE LOGIQ 700 MR 
ultrasound system connected through a high 
bandwidth interface to a Mercury Computer 
Systems multi-processor computer [18, 31]. Thirty-
two signals from the LOGIQ 700’s 128 beam 
forming channels are transmitted in parallel to the 
input devices of the Mercury System. The sum of 
the 128 beam forming channels (i.e., the beam sum 
signal) is transmitted over a separate data path, 
along with timing and control signals. Channel 
signals are acquired after beam forming delays have 
been applied. All signals pass through interface 
boards to electrically isolate the GE LOGIQ scanner 
from the Mercury system. 

Using these inputs, the Mercury system computes 
complex correlation functions on each channel in 
the array. Since only 32 channels are acquired on a 
given transmit firing, four firings are required for 
every beam. The outputs of correlation processing 
across the array are output from the Mercury system 
to a host computer. The host performs all final 
averaging across beams, and communicates updated 
delay coefficients to the LOGIQ scanner.  

A complete set of beam forming coefficients is 
updated about three times per second. The 
computations required to maintain this rate are large 
but by no means extraordinary – it is about the same 
order as that required by real-time delay-and-sum 
beam forming. Beam forming computations are 
performed on current clinical scanners using banks 
of custom integrated circuits. The general purpose 
system used for the studies reported in the next 
section, as illustrated in Figure 1, is clearly 
inefficient compared to a custom-designed ASIC 
array. This system, however, allows a software-
based approach with considerable flexibility in 
lgorithm development and data flow.  a 
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6 x 96 elements (using 4 rows)

3.5 MHz center frequency

Elevational lens (75 mm)

“Active aperture”
128 elements
(pretty small)

0.6 x 2.5 mm

10.0 mm

21.6 mm

Independent time delay for each element

Multi-Row Transducer

Figure 2. The multi-row transducer has 576 elements 
arranged in six rows and 96 columns. On each scan 
line, 128 elements from the four center rows are 
connected to 128 beam forming channels to form the 
active aperture (light gray). The active aperture 
translates across azimuth (i.e., rows) with scan lines 
forming one image frame. 

GE LOGIQ 700 MR
Ultrasound Imager

Multirow
Transducer

Interface
Boards

Processor
Board

Mercury
Multiprocessor 

Computer

56 PowerPC Processors
Time delay Corrections

0.1 MB/s

Beamsum Data
Channel Data

640 MB/s

Real-time Adaptive Imager

Figure 1. Real-time adaptive imager. A GE LOGIQ 
700 MR ultrasound imager sends beam sum and 
channel data to a Mercury multi-processor computer 
system. The Mercury system calculates arrival time 
errors for each beam former channel and sends 
transmit and receive beam forming time corrections 
back to the LOGIQ 700. 

  
RESULTS MULTI-ROW TRANSDUCER 

  
 A large number of clinical scans have been 
recorded using the system presented in the previous 
two sections. Two illustrative examples are 
presented here. All figures consist of an image 
obtained using the default geometric time delays, an 
image formed with corrected delays, and a schematic 
identifying the significant anatomy. Each image pair 
s presented with the same gain and dynamic range. 

 The transducer used for the results reported in the 
next section contains 576 elements arranged in six 
elevational rows and 96 azimuthal columns. Each 
element is 0.6 mm wide and 2.5 mm tall, where the 
larger dimension is the transducer row (elevational) 
pitch. Independent electrical connections are 
provided to each element forming a “1.75-D” array 
[32]. It operates at a center frequency of 3.35 MHz 
with about a 75% -6dB fractional bandwidth. The 
probe has an elevational lens focused at 75 mm. 

i 

Pancreas and Superior Mesenteric Artery

Pancreas

Fat and
muscle

Splenic
vein

SMA

Liver

Uncorrected Corrected

Figure 3. Images of the pancreas before (left) and 
after (right) correction. The box denotes the transmit 
and lens focal depth. After correction, the contrast of 
the superior mesenteric artery (SMA) increases by 
about 5.8 dB. Note also increased acoustic 
ransmission through the SMA (lower arrow). 

 A linear scan format is used, with each beam 
formed perpendicular to the transducer face. Beams 
are translated azimuthally to sweep out the image 
area. For each beam, 128 elements are connected 
through multiplexing switches to 128 electronic 
channels, forming the active aperture for that beam, 
as illustrated in Figure 2. Although this 
configuration produces a smaller imaging aperture 
than typical commercial probes, it is sufficient to test 
real-time aberration algorithms. 
 A single transmit focal zone is used. The transmit 
electronic focus is coincident with the fixed focal 
length of the elevational lens (75 mm). The spectrum 
of the transmitted waveform is centered at 3.75 MHz 
to emphasize higher frequency components within 
the transducer passband. Dynamic receive focusing 
is applied in both azimuth and elevation. Note that 
the nominal geometric focus is symmetric about the 
aperture center, but arrival time errors are estimated 
and corrected independently for every element in the 

-D array. 

t
 

The system can continuously update delays on 
every image frame. An example of a corrected image 
using this mode is presented in Figure 3, where the 
two frames were produced about 300 msec apart. 
For experimental purposes, the machine usually 
updates beam forming delays for a specific number 

1.75  
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of frames, then toggles to default geometric delays 
for the same number of frames, then updates delays 
again starting with geometric delays for a specific 
number of frames, and so on. This mode toggles the 
display between corrected and uncorrected images to 
get a visual impression of changes in image quality. 
Two frames from a long loop recorded while 
imaging the liver in this way are presented in Figure 

. 4 

Liver

Hepatic Veins

Uncorrected Corrected  
Figure 4. The visibility of these small 
(approximately 5 mm diameter) blood vessels in the 
liver improves dramatically after time delay 
correction (right) compared to the uncorrected image 
left). ( 

 Observed image improvements are not just a result 
of adjusting the effective speed of sound, since the 
algorithm tends to suppress geometric arrival time 
errors in the azimuthal direction. We have not 
quantitatively analyzed all error patterns from the 
large number of clinical scans recorded to date. 
Based on the small number of scans fully 
characterized, however, it appears that observable 
image quality improvements are produced in clinical 
images when arrival time errors of magnitude less 
than a wavelength and spatial scale of at least a few 
mm are corrected. 

 
DISCUSSION 

 
Correlation-based aberration correction can 

account for beam forming errors in clinical images if 
distortions due to an inhomogeneous velocity profile 
can be modeled as a phase screen. We have observed 
significant improvements in abdominal imaging with 
a 1.75-D probe using real-time phase aberration 
correction, suggesting that the phase screen 
assumption may be reasonable for a large number of 
clinical scans.  

Image quality improvements include increased 
visibility of known anatomical structures, decreased 
clutter within blood vessels and increased brightness 
of speckle generating objects. The studies reported 
here used a total imaging aperture far smaller than 
current commercial probes. With increased 
computational power, real-time adaption will be 

possible for much large apertures. Such systems may 
finally realize the potential of large ultrasound arrays 
providing full three-dimensional focusing and 
diffraction limited resolution. 
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