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A Silent Speech Interface (SSI) is a voice replacement technology that permits speech communication without 
vocalization. The visual-speech recognition engine of the proposed SSI is based on vocal tract imaging. The 
system aims to give the laryngectomised speaker the opportunity to speak with his/her original voice. The visual-
speech recognition engine of the SSI outputs a text sentence, which is imported to the speech synthesis module 
in order to synthesize speech in French or English. This paper presents the speech synthesis module of a SSI that 
uses the open-source MaryTTS (Text-To-Speech). A new module of phonetic transcription has been developed 
and integrated into MaryTTS.  In addition, English and French semi-HMM (Hidden Markov Models) model 
voices have been built. The SSI can be remotely controlled using a mobile device and the new voices are 
installed in a Web Server.  

1 Introduction 
This paper presents the speech synthesis module of the 

portable and stand alone Silent Speech Interface (SSI) that 
has been developed in the SIGnal processing MAchine 
learning (SIGMA) laboratory at the Ecole Supérieure de 
Physique et de Chimie Industrielle de la Ville de Paris 
(ESPCI ParisTech). The system performs visual-speech 
recognition based on the vocal tract imaging of the speaker. 
The recognition module exports text, which is synthesised 
using a voice trained on the speaker’s vocal tract. The 
speech synthesis module is based on a Text-To-Speech 
system (TTS) and it is available for French and English. 

SSIs are systems intended to recognize and/or 
synthesize speech based on sensor data collected from the 
articulators, in particular when glottal activity is absent [1]. 
Development of SSIs, using a wide variety of sensor types, 
remains an active area of research. Real time ultrasound 
(US) and video imaging of the vocal tract was shown to be 
effective for offline, visio-phonetic continuous speech 
recognition, in a fixed, “benchtop” SSI [2, 3]. Though 
interesting as a proof of principle, such a system is 
impractical for everyday applications since both the SSI 
and the user are required to remain immobile. A system 
employing a professional ultrasound acquisition helmet, 
with an added camera, was described in [4]. Although a 
first step towards a portable US SSI, the instrumentation 
used in that test proved too cumbersome for prolonged use, 
required a controlled acquisition environment (lighting, 
etc.), and ultimately remained an offline tool only. 

TTS converts a given text into an audio speech signal. 
Thus, many different useful applications of this technology 
can be considered. Lets consider for example a phone book 
that contains thousands - even millions - of entries. It is not 
possible for a speaker to record all these phone numbers but 
it is possible for a TTS to synthetise a voice reading them. 
The project GRETA [5] aims to create conversational 
agents with the help of the commercial system AcapelaTTS 
[6]. Within this context, speech synthesis can be used as a 
daily supplement for human-human communication 
aspects. The REVOIX project proposes a visual-speech 
recognition system based on vocal tract imaging and speech 
synthesis for laryngectomised speakers [7]. 

2 Overview of the portable SSI 
The SSI of the SIGMA laboratory is based on the 

multimodal data acquisition of ultrasound and optical image 
sequences for tongue and lips respectively. This technology 
is effective for online, visio-phonetic continuous speech 
recognition. The ultrasound probe and the optical camera of 
the SSI have been mounted on a new practical and easily 
carried helmet, which can be fit into a small carrying case 
and it can be operated by the speaker in any environment 

(Figure 1). This SSI goes with the “Ultraspeech” software 
package [8] that offers multithread programming for the 
synchronous acquisition of video streams at 60 fps along 
with the audio. The system is completely portable since it 
uses a portable battery. Μobile devices, like smartphones or 
pads, can remotely control the SSI. 

The system implements a visual-speech recognition and 
synthesis methodology. The first step of this methodology 
is the importation of both the ultrasound and optical image 
sequences into the recognition as well as the image pre-
processing procedure that contains the resizing of the 
images into 64x64. The feature extraction is based on PCA 

or DCT techniques, which are applied on the images. These 
features are used to train several levels of Hidden Markov 
Models (HMM) using the HTK toolkit [9]. Language 
models are used (a) for English: “WSJ0”, “Gigaword”, 
“PhoneDial” and “Everyday English” and (b) for French: 
the Polyvar-based language model and “Everyday French”. 
The trained models contribute to the visual-speech 
recognition engine with the help of Julius (Triphones, 
Bigrams/Trigrams) [10]. The recognition engine exports 
text sentences in French or English. This text is then 
synthesised using the speech synthesis module that is based 
on the MaryTTS system. The TTS can build semi-HMM 
voices in French and English and its architecture can be 
either standalone or client/server. 

3 The speech synthesis module 
The speech synthesis module of this SSI is based on the 

MaryTTS system (Modular Architecture for Research on 
speech sYnthesis) [11]. MaryTTS is an open-source and 

Figure 1: Architecture of the portable Silent Speech 
Interface. 
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multilingual TTS platform written in Java. It was originally 
developed as a collaborative project of DFKI's Language 
Technology lab (Deutsche Forschungszentrum für 
Künstliche Intelligenz) and the Institute of Phonetics at 
Saarland University in Germany and is now being 
maintained by DFKI. MaryTTS supports German, British 
and American English, Telugu, Turkish, and Russian. It 
comes with toolkits for quickly adding support for new 
languages and for building unit selection and HMM-based 
synthesis voices. This TTS is fully modular and open and it 
allows the simple integration of a new language, as long as 
a module of its phonetic transcription is created. A tool for 
the creation of new voices is also available. So, in order to 
build new French and English voices for speech synthesis, 
there was no need to develop a new dedicated system. For 
English, all the required rules for Natural Language 
Processing (NLP) were already available for MaryTTS and 
a new module for speech synthesis in French together with 
the NLP rules were integrated (see Figure 2). 

 
 

Figure 2: The speech synthesis module of the SSI. 

 
The HMM-based speech synthesis is concatenated and 

it consists of two main phases: a) the training and b) the 
synthesis phase. The training phase allows the acoustic 
feature extraction (fundamental frequency, coefficients 
MFCC etc.) from a recorded text corpus. These features are 
modeled with the help of HMMs. The synthesis phase 
allows the concatenation of the best items of a phonetized 
text. The main advantage of such a system is the quality 
and the intelligibility of the speech signal, but also the 
similarity between the synthesized voice and the speaker’s 
original voice. The acoustic parameters of the speaker are 
modeled during the training phase. 

In order to integrate French into MaryTTS, a module for 
the phonetic transcription has been developed within the 
cooperation framework between SIGMA (ESPCI 
ParisTech) and LTCI (Télécom ParisTech) laboratories. 
This module is based on the grapheme-phoneme system 
LIA_phon, created by Frédéric Bechet [12]. The system is 
actually able to extract the phonetic transcription of a plain 
text in French (SAMPA format). The modeling of the 

prosody is based on a generic module, which is applied to 
almost all languages and is based on the ToBI standard 
[13]. 

It should also be mentioned that in order to create the 
voice using the built-in tool, an appropriate text corpus is 
prerequisite. For the needs of our research the Polyvar 
corpus for French and the CMU Arctic for English have 
been chosen. One male English and two male French voices 
have been built. The Polyvar corpus initially contained 
3000 sentences. For the needs of the REVOIX project, two 
scenarios have been tested for the creation of French 
voices: (a) the use of the first 2000 sentences of the Poylvar 
corpus and (b) the use of the first 1000 sentences of a 
modified version of the Polyvar corpus using a greedy 
algorithm in order to select the most phonetically rich 
sentences. 

4 Natural Language Processing for 
French 

Τhe NLP components are a prerequisite in order to 
create French voices for MaryTTS. In other words, a new 
module that takes as input RAWMARYXML and outputs 
PHONEMES had to be developed and integrated into 
MaryTTS [14, 15] (Figure 3). As a first attempt, a new 
complete gapheme to phoneme system together with 
preprocessing modules inspired from the German language 
have been created and tested. These preprocessing modules 
were used to clean the text of dates, times, phone numbers, 

measurement units, currencies and abbreviations. However, 
due to technical constraints, it was impossible to continue 
in this way. Therefore, LIA_phon was chosen to perform a 
complete phonetic transcription since it was available for a 
research use (GNU license). In order to call LIA_phon from 
Java software, system call techniques were used. Thus, the 
“phonetizer” for French consists of three classes: (a) the 
PhonemiserFR, which can be considered as main class. 
PhonemiserFR gets the RAWMARYXML from 
TextToMaryXML, calls LIA_phon and creates MaryXML 

 

Figure 3: NLP components for French are integrated into 
MaryTTS. 
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and the output PHONEMES; (b) the getPOSorPhonemFR, 
which adapts the output of LIA_phon to the MaryTTS 
format using the phonetical transcription in SAMPA and 
the morphosyntactic labels and finally (3) the 
preprocessFR, which applies a complement to LIA_phon 
phonetic transcription. Τhese classes do not use very 
sophisticated programming. Nevertheless, they are crucial 
for the proper functioning of the system in general. For 
example, a mistake like a / _ / at the beginning of the 
phonetic transcription can distort the rest of the voice 
creation process. The creation of the NLP components for 
French is aligned with the requirements of the client/server 
architecture of MaryTTS. Each class is thread-safe. That 
means that it can be instantiated as many times as possible 
(that is to say, executed by multiple processes) without 
problems.  

5 French and English corpora 
The Polyvar corpus has been used for the creation of 

two male voices [16]. Initially, Polyvar consisted of 31040 
French sentences. Repeated sentences have been removed 
and the comments have been deleted. So, 11669 short 
sentences in total were selected. The selection criterion is 
that sentence length must be between 60 and 110 characters 
including spaces. These 11669 short sentences contain 
15119 triphones in total. By using a greedy algorithm, 3000 
sentences have been selected in order to build the French 
visual-speech training corpus. These 3000 sentences 
contain 14638 triphones. In the modified version of 
Polyvar, the sentences are classified by number of 
triphones. Thus, we expect to find the most phonetically 
rich sentences at the beginning of the modified corpus. For 
the speech synthesis, one male voice has been created using 
the first 1000 sentences of the modified Polyvar corpus 
from the greedy algorithm and a second male voice using 
the first 2000 sentences of the initial Polyvar corpus. 

The CMU Arctic corpus has been used for training 
MaryTTS with a new English voice [17].  CMU Arctic 
consists of 1132 sentences (79.6% of biphones and 13.7% 
of triphones). These sentences have been recorded with the 
speaker’s voice and both text and acoustic signals have 
been used for the creation of the new voice with the help of 
MaryTTS. 

6 Conclusions and future work 
In this paper, an open source speech module for a Silent 

Speech Interface has been presented. The visual-speech 
recognition engine of the SSI outputs a text sentence, which 
is imported to the speech synthesis module in order to 
synthesize speech in French or English. The speech 
synthesis is based on the open source text-to speech system 
MaryTTS. All the tools to build an English voice were 
already available with MaryTTS. For French, the NLP rules 
had to be integrated into the system. The complete 
grapheme to phoneme and open source software LIA_phon 
has been used for this purpose. This speech synthesis 
module can either be used as a tool to create new 
synthesised voices based on patient’s voice recordings 
before his operation, either as a part of the complete Silent 
Speech Interface (visual-speech recognition and synthesis).  

Different evaluation scenarios will be studied for each 
of the created voices as well as new French and English 

voices will be built in order to propose a voice modelling 
protocol for patients. 
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