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This work deals with the nondestructive testing of foundations by means of a seismic imaging procedure. Our

goal is to propose an inversion scheme that determines the shape of the foundations from the measured data

with an acceptable computational effort. The inversion procedure was defined from a model based on the linear

elastic wave equations in two dimensions. The inverse problem is particularly difficult to solve for several reasons:

the distribution of numerous physical characteristics must be estimated, the relation between the underground

characteristics and the measured data is highly nonlinear, and this is a large scale and ill conditioned problem.

Three inversion techniques are proposed. They minimize a regularized least-square criterion iteratively. The first

circumvent the difficulties of the problem by means of algorithmical and mathematical techniques. It favours the

reconstruction of smooth areas separated by sharp boundaries. Two additional methods were developed. They take

into account more specific characteristics of the problem. Tests were performed on synthetic data. The results

show that the first method leads to satisfying results. The addition of more specific priors leads to more precise

and faster reconstructions.

1 Context
Our work is part of an industrial project initiated by the

French Réseau de Transport d’Electricité (RTE). The aim

is to determine the geometry of transmission overhead line

structure foundations from indirect measurements acquired

at the ground surface.

1.1 Description of the experimental procedure
The underground medium is probed with a seismic imag-

ing procedure. This nondestructive testing technique con-

sists of (1) the emission of a seismic wave train into the un-

derground medium and (2) the measurement of the resulting

wave velocity.

To generate a seismic wave, a vibrator is used [1]. The

main advantage of this device is that it enables one to con-

trol the temporal signature of the source signal. Its spectral

content should be chosen depending on the dimensions of

the probed medium and the expected spatial resolution. The

emision of high frequency components helps to improve the

spatial resolution but low frequency components are also re-

quired to retrieve the underground characteristics [2]. In our

case, the source signal frequency band ranges from 100 Hz

to 1 kHz approximately.

A set of geophones placed on the ground surface is used

to perform the measurements. Geophones record the vertical

component of the seismic wave velocity. They are character-

ized by their corner frequency (it is equal to 100 Hz in our

study). Up to 100 geophones can be used in our study. In the

following, the number of geophones is denoted by Ng.

The whole system is placed on the ground surface near

the foudation. The procedure is repeated for multiple loca-

tions of the source in order to get richer information. The

computation cost would be prohibitive for a three-dimension-

al imaging. The measurement procedure is thus adapted for

a two-dimensional imaging: the whole measurement system

is placed along a line, roughly in the plane of symmetry of

the foundation.

1.2 Resolution of the forward problem
Our goal is to solve the inverse problem. The aim is to de-

termine the foundation geometry knowing the data recorded

by the sensors and the experimental procedure (i.e. the signal

generated by the source and the location of the vibrator and

the geophones).

To solve the inverse problem, an algorithm of resolution

of the forward problem is required. The aim is to produce

a synthetic set of data knowing the underground character-

istics. In our study, this algorithm has been developped by

the R&D division of EDF (Electricité De France). The sim-

ulation of the seismic waves propagation through the under-

ground medium is based on a two-dimensional elastic model.

In this case, the synthetic data depends on the spatial distri-

bution of three physical characteristics:

• the pressure-wave velocity vp;

• the shear-wave velocity vs;

• the density ρ.

The propagation equations are formulated in the frequen-

tial domain and discretized with a finite-difference scheme.

In this way, the forward problem is solved at a reasonable

computational cost, which reduces the computation require-

ments for the resolution of the inverse problem. For a given

angular frequency ω and a given source location k, a syn-

thetic set of data is denoted by the vector gω,k of length Ng.

It is related to the underground characteristics as follows:

gω,k(v2
p, v

2
s , ρ) = E1A−1

ω (v2
p, v

2
s , ρ)Fω,k (1)

where the vectors v2
p, v2

s and ρ correspond to the spatial distri-

bution of the underground medium physical characteristics.

Their components are equal to the squared pressure-wave

velocity, the squared shear-wave velocity and the density at

each point of the discretization grid respectively.

Eq. (1) includes the impedance matrix Aω that depends

linearly on v2
p, v2

s and ρ. To accelerate the computation of

Aω, the following relation has been introduced1:

Aω(v2
p, v

2
s , ρ) = Hp

ωDiag
{
v2

p � ρ
}

Gp
ω

+

3∑
n=1

Hs
ω,nDiag

{
v2

s � ρ
}

Gs
ω,n

+ ω2Diag {Mρ} (2)

where Gp
ω, Hp

ω, (Gs
ω,n)n=1,2,3 and (Hs

ω,n)n=1,2,3 are sparse ma-

trices corresponding to spatial filtering operators.

1.3 Configuration considered for the tests
In this article, we focus on the resolution of the inverse

problem. Three approaches are presented. The first one (in-

troduced in Section 2) is based on a regularization scheme

1� denotes the componentwise product and Diag {w} is a diagonal matrix

with w as main diagonal
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Figure 1: Scheme of the configuration considered to

compare the performance of the proposed inversion methods

Table 1: Physical characteristics of the underground medium

Earth Concrete

vE,p = 300 m/s vC,p = 4000 m/s

vE,s = 150 m/s vC,s = 2200 m/s

ρT = 1500 kg/m3 ρB = 2200 kg/m3

commonly used in image recovery. The other two (intro-

duced in Sections 3.1 and 3.2) take into account more precise

prior information about the characteristics to be estimated.

To compare the performance of these methods, the in-

version algorithms were applied on the same set of synthetic

measurements. A high computation cost is required if a me-

dium of realistic dimensions is considered. Therefore, we

worked on a medium of reduced size. The configuration con-

sidered here is presented on Figure 1 and the physical char-

acteristics of earth and concrete are listed in Table 1. More

details about this configuration are given below:

• the whole medium is 2 m in length and 1 m in height;

• the medium is discretized with a spatial resolution of

2 cm;

• the procedure is repeated for 6 successive locations of

the seismic source and a set of 91 geophones is used;

• the signal emitted by the source is a 200 Hz Ricker

wavelet;

• to solve the inverse problem, 10 frequencies located

in the bandwidth of the signal were used (from 100 to

500 Hz);

• to avoid the inverse crime, white Gaussian noise was

added to the data (the signal to noise ration equals to

30 dB).

Instead of estimating the characteristics of the whole un-

derground medium, we focused on the inside of a zone of

interest. It is delimited by a dashed line in Figure 1. Out-

side the zone of interest, the underground characteristics are

supposed to be perfectly known. The number of unknowns

is thus reduced and the inversion procedure is accelerated.

2 Minimization of a penalized least-
square criterion

Initially, our goal was to determine the foundation ge-

ometry. However, the propagation of a wave train through

the underground medium not only depends on the founda-

tion shape but also on the earth characteristics. Given that

they cannot be determined accurately beforehand, the goal

of the inverse problem is to determine the spatial distribution

of the underground characteristics.

The ratio between the concrete characteristics and the

earth characteristics is higher for vp and vs (greater than 13)

than for ρ (lower than 2) (see Table 1). Therefore, as a first

approximation, the characteristic ρ was supposed uniform in

the whole underground medium. Its value was also supposed

known beforehand. In this case, the unknown of the prob-

lem are the components of v2
p and v2

s at each point of the

discretization grid. They are estimated by minimizing a pe-

nalized least-square criterion:

J(v2
p, v

2
s) =
∑
ω,k

‖yω,k − gω,k(v2
p, v

2
s)‖2 + φ(v2

p, v
2
s) (3)

Inverse scattering problems are known to be highly ill-

posed. To counterbalance the ill-posedness of the problem, a

penalization term φ is introduced in the criterion. It enables

to take prior information into account during the inversion

procedure. In our case, the underground medium is known

to mainly consist of two smooth regions (”Earth” and ”Con-

crete”) separated by sharp boundaries. Therefore, we opted

for a smoothed approximation of total variation so that the

criterion remains differentiable:

φ(v2
p, v

2
s) = γ

∑
(i, j)∈C

√
(v2

pi
− v2

p j
)2 + (v2

s i − v2
s j)

2 + δ2 (4)

where C represents the set of neighboring pixels.

The synthetic set of data gω,k nonlinearly depends on the

unknown characteristic fields v2
p and v2

s (see Eq. 1 and 2).

This makes the inverse problem difficult to solve. Moreover,

the proposed algorithm must be adapted for large-scale con-

figurations (for a realistic configuration, the dimensions of

the probed domain are of several meters in length and in

height and it is discretized with a spatial resolution of the

order of one centimeter). Therefore, the L-BFGS-B algo-

rithm was selected to minimize the criterion [3]. This quasi-

Newton method is well suited to our large-scale nonlinear op-

timization problem since it requires a small amount of stor-

age to approximate the Hessian.

Our first tests on synthetic data highlighted a very slow

decrease of the criterion. A great number of iterations were

necessary until convergence was reached, even on configu-

rations of small dimensions. To improve the performance of

the algorithm, two changes have been made:

1. The data are introduced progressively from the low to

the high frequencies. That way, spatially smooth maps

are produced in a first time and sharper variations of

fields vp and vs are retrieved subsequently and grad-

ually. This solution is commonly adopted in seismic

tomography [4].

2. Because of the high contrast between the concrete char-

acteristics and the earth characteristics, criterion (3)

suffers from a lack of sensitivity. This results in a

slow convergence of the algorithm. We proposed in

[5] to make a logarithmic variable substitution in order

to counterbalance the lack of sensitivity and thus to ac-

celerate the convergence. In the following, χp and χs

denote the new variables of the problem.

The results obtained with these changes are presented on

Figure 2. Two initializations of the algorithm were consid-

ered: (1) the underground medium characteristics were set

to the earth values and (2) the underground medium char-

acteristics were set to the exact solution. In each case, the
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(a) Initialization to the earth characteristics
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(b) Initialization to the exact solution

(c) Temporal evolution of the criterion

Figure 2: Results obtained using the first proposed method

estimations of the spatial distributions of vp and vs as well

as the temporal evolution of the criterion is presented. The

”peaks” that are visible on the criterion evolution are due to

the progressive introduction of data during the inversion pro-

cedure.

For the two initializations, similar estimations of the dis-

tribution of vp and vs and quasi-identical values of the cri-

terion were obtained after convergence. This suggests that

the same minimum of the criterion was reached. Moreover,

the final shape of the foundation is relatively close to the

expected geometry. Nevertheless, the concrete characteris-

tics of concrete are underestimated (vp and vs approximately

equal to 1000 m/s and 600 m/s instead of 4000 m/s and 2200

m/s respectivily) and the convergence of the algorithm re-

mains slow.

To improve the performance of the inversion algorithm,

it is necessary to incorporate more precise information about

the unknowns of the problem. That is why we proposed two

other approaches.

3 Incorporation of additional prior in-
formation

3.1 Non convex penalization
This approach is a slight modification of the inversion

method described previously. We made the assumption that

the probed medium is composed of homogenous areas (earth

and concrete) whose characteristics vp and vs are assumed to

be estimated beforehand. A non convex penalization func-

tion L2L0 is added to the least square criterion (Eq. 3):

JL2L0
(χ) = γL2L0

(

√
δ2 + (χ − β)2+μ−

√
μ2 + (χ − β)2) (5)

where δ and μ are scales parameters which enable to change

the behaviour of the function. They have to be chosen such

that: 0 < δ < μ. χ denote one component of χp and χs, γL2L0

is a weighting parameter, and β is the expected characteristic

value which is supposed to be known beforehand.

It is assumed that adding this non-convex term to the cri-

terion has a limited influence on the convergence of the min-

imization algorithm. Even if the final result is only a local

minimum of the criterion, we suppose that it remains close

enough to the global minimizer so that the results are still

acceptable.

The L2L0 function can be seen as a ”potential well”. It

favors the appearance of the value β in the reconstruction

result. Several L2L0 functions can be added to favor the

appearance of different values of β, as shown on figure 3.

This approach has the advantage, for a slight modification of

the previous inversion method, of giving similar results for a

computational time significatively shorter (figure 4).
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Figure 3: Sum of two L2L0 penalization functions with

δ1 = δ2 = 0.01, μ1 = μ2 = 0.9, β1 = 5 and β2 = 9

3.2 Segmentation approach
Along with a prior estimation of the characteristics vp and

vs of earth and concrete, priors about the geometry of a foun-

dation can be taken into account during the inversion. More

particularly:

• A foundation is all in one piece.

• Any horizontal cross-section corresponds to a horizon-

tal segment in a two-dimensional representation.

• A foundation depth can be estimated beforehand with

an impact-echo method [6].

To incorporate this information into the inversion algorithm,

we proposed to introduce a segmentation of the probed me-

dium into two complementary regions: a region ”Earth” and

a region ”Concrete”. For this, a new parametrization of the

problem is introduced.

As for the level-set approach [7], a set of auxiliary vari-

ables is used to describe the border separating the two re-

gions.

A finite number of horizontal lines of the discretization

grid cross the foundation. Given that a prior estimation of the

foundation depth is available, this number can be estimated

beforehand. It is denoted by Nl in the following. For each of
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(a) Initialization to the earth characteristics
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(b) Initialization to the exact solution

(c) Temporal evolution of the criterion

Figure 4: Results obtained with the addition of a

non-convex penalization term

these lines, the ”Concrete” region is delimited by two transi-

tions. Their distance form a vertical reference line crossing

the foundation from top to bottom are given by two lengths

dl and dr (see Figure 5). Therefore, the geometry of the foun-

dation is totally described by two vectors dl and dr of length

Nl.

(a) Segmentation of the whole underground medium

(b) Segmentation of the underground medium

along each horizontal line crossing the foundation

Figure 5: Introduction of a segmentation to describe the

underground medium

Two vectors RC and RE are introduced. They describe the

segmentation of the underground medium and they depend

on dl and dr:

RC = 1 in the region ”Concrete”

0 in the region ”Earth”

RE = RC

Let us denote by ṽe
C,p and ṽe

C,s (resp. ṽe
E,p and ṽe

E,s) the

prior estimations of the concrete characteristics (resp. the

earth characteristics). From these prior estimations and the

segmentation of the undergound medium, the characteristic

filelds χp and χs are defined as follows:

χp = log ṽe
E,pRE(dl, dr) + log ṽe

C,pRC(dl, dr) + εp (6)

χs = log ṽe
E,sRE(dl, dr) + log ṽe

C,sRC(dl, dr) + εs (7)

The prior estimations may be inaccurate. To take into

account the difference between the estimated and the exact

underground characteristic values, the variables εp and εs

are introduced. The underground medium characteristics are

thus defined by dl and dr (describing the shape of the founda-

tion) and by εp and εs (determining the characteristic values

inside each region). As before, the variables are optimized

by minimizing a penalized least-squares criterion where the

function φ penalizes the quadratic norm of εp and εs. In most

cases, the width of the foundation increases with depth. This

prior information was also taken into account in our tests.

For that, constraints were applied on dl and dr ([d]i+1
l ≥ [dl]

i

and [dr]
i+1 ≥ [dr]

i).

The results are presented on Figure 6. For the first ini-

tialization of the algorithm, the top of the foundation was ex-

tended down to the estimated depth so that the constraints on

dl and dr were satisfied from the initialization. The incorpo-

ration of strong priors into the inversion algorithm sensibly

improved its performance: the final maps are very close to

the expected results and the convergence was reached much

faster.

Proceedings of the Acoustics 2012 Nantes Conference 23-27 April 2012, Nantes, France

433



v
P

10 20 30

5

10

15

20

25 1000

2000

3000

4000

v
S

10 20 30

5

10

15

20

25 500

1000

1500

2000

(a) Initialization: extension down to the estimated depth
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Figure 6: Results obtained with the segmentation approach

4 Conclusion
In this paper, three inversion procedures were presented

fot the determination of the foundations geometry from scat-

tered seismic data. The results obtained on a synthetic data

set highlighted the difficulties of the problem and showed that

the incorporation of precise prior information could signifi-

cantly improve the performance of the inversion algorithm.

Several extensions have since been integrated to the in-

version schemes. They correspond to the estimation of addi-

tional quantities:

• Tests on synthetic data showed that the hypothesis of

uniformity of the density was too strong. Therefore,

the estimation of its spatial distribution was included

in the inversion procedure.

• To better model the attenuation of a seismic wave dur-

ing its propagation in the underground medium, we

worked with complex pressure- and shear-wave veloc-

ities. Their imaginary part depends on a quality factor

which must be estimated during the inversion.

• The signature of the wave train propagating in the un-

derground medium does not correspond exactly to the

signal generated by the vibrator. This is due to a bad

coupling between the vibrator and the ground surface.

As a consequence, the source signal was also estimated.

Additional tests have been performed in order to assess

the robustness of the algorithms with respect to the prior es-

timations (characteristics of earth and concrete, foundation

depth). Tests also showed that the proposed inversion meth-

ods were efficient on configurations of realistic size. We are

currently working on the treatment of real data.
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