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Microphone array signal processing techniques are extensively used for sound source localisation,
acoustical characterisation and sound source separation, which are related to audio analysis. However,
the use of microphone arrays for auralisation, which is generally related to synthesis, has been limited
so far. This paper proposes a method for binaural auralisation of multiple sound sources based on blind
source separation (BSS) and binaural audio synthesis. A BSS algorithm is introduced that exploits the
intensity vector directions in order to generate directional signals. The directional signals are then used
in the synthesis of binaural recordings using head related transfer functions. The synthesised recordings
subsume the indirect information about the auditory environment conveying the source positions and
the acoustics similar to dummy head recordings. Test recordings were made with a compact microphone
array in two different indoor environments. Original and synthesized binaural recordings were compared

by informal listening tests.

1 Introduction

Auralization systems differ in their way of obtaining in-
formation about the room and presenting it. Aural-
ization systems may also aim at making audible a real
acoustic space or a virtual one. If a virtual environment
is to be auralized, a 3-D model of the space is created
and the room impulse responses of the environment are
obtained with acoustical simulations [1, 2, 3, 4, 5]. These
room impulse responses are then convolved with ane-
choic recordings for presentation by headphones or loud-
speakers. For auralizing a real environment, other pos-
sibilities exist. Room impulse responses can be directly
measured within the environment such as with the MLS
technique to save from the computing power required for
modelling [6]. Alternatively, the recording of the source
material can be done directly in the room considering
the difficulty of obtaining anechoic recordings. This di-
rect approach requires further attention, because, when
the recording method does not match the reproduction
method, auralisation could not be achieved. To enable
reproduction with different methods, the source direc-
tion and the acoustical information should be preserved
by the recording technique that enables extraction by
the processing.

Microphone arrays are used heavily for source local-
isation, separation and acoustical analysis [7, 8]. As
these are information extraction methods by nature,
they are suitable for auralisation applications as well.
This paper proposes an auralisation technique based on
blind source separation applied on the signals captured
by a microphone array in an environment to be au-
ralised. Since the target application is auralisation, the
source separation technique should be able to deal with
convolutive mixtures. As the reflections are also needed
to be reproduced, the separation should produce more
channels than the sources, which can be considered as
the under-determined case. It is desirable that the tech-
nique works in real-time, so that the recordings can be
auralised directly. Finally, the quality of the recordings
should be high. These requirements prevent the usage
of some the well-known BSS techniques, such as those
based on independent component analysis (ICA) [9, 10]
and adaptive beamforming (ABF) [11, 12]. The scal-
ing and permutation issues related to frequency domain
techniques [13], which run faster, may result in decrease
in sound quality. Moreover, most of these techniques
require arrays that are made up of physically separated
microphones. Such recordings are not useful for aurali-
sation as the sound field observed at each sensor position

differs.

The source separation technique employed in this pa-
per uses a compact microphone array and provides a
closed-form solution, which is desirable from the com-
putational point of view [14]. This deterministic method
depends solely on the determinist aspects of the problem
such as the source directions and the multipath charac-
teristics of the reverberant environment [15, 16]. Multi-
ple sound sources are recorded simultaneously with the
microphone array, which are then separated based on
the analysis of intensity vector directions. The sepa-
rated sources are then filtered with corresponding head
related transfer functions (HRTFs) to obtain the binau-
ral signals. Although the technique is used for binaural
auralisation, it can be modified to work with multichan-
nel loudspeaker systems.

This paper is organized as follows. In Section 2,
the closed-form source separation technique is explained
based on the formulation of the signals captured by a
coincident array. Section 3 describes the processing of
the separated channels for obtaining binaural signals.
Section 4 details the experimental test conditions and
provides the results of comparisons between the origi-
nal and synthesized binaural room impulse responses.
Section 6 concludes the paper.

2 Directional Separation

2.1 Intensity Vector Calculation

Four microphones closely spaced to form a plus sign on
the horizontal plane can be used to obtain signals which
are known as B-format signals, pw, px, py [17]. The
pw is similar to an omnidirectional microphone, and px
and py are similar to two bi-directional microphones
that approximate pressure gradients along the X and Y
directions, respectively.

In the time-frequency domain, the B-format signals
can be written as the sum of plane waves coming from
all directions:

2
pW(w,t):/ 25(0,w, t)db, (1)
0
2
px (w,t) z/ j2kd cos0s(0,w,t)db, (2)
0
2
py (w, t) 2/ J2kdsin0s(60,w,t)do. (3)
0

where s(6,w,t) is the pressure of a plane wave arriving
from direction 6, k is the wave number related to the
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Figure 1: The probability density function of the
intensity vector directions, individual mixture
components and fitted mixtures for three sources at
30°, 150° and 270°.

wavelength A as k = 27/, j is the imaginary unit and
2d is the distance between the microphones.

Using these pressure signals, the direction of the in-
tensity vector, y(w,t) can be calculated as [18]:

Re{p’{/‘/ (w, t)pY (W7 t)}
RB{p*W (w’ t)pX (wr t)}

where * denotes conjugation and Re{e} denotes taking
the real part of the argument.

(4)

v(w,t) = arctan

2.2 Spatial Filtering

For a single sound source at direction p with respect
to the array, the statistical distribution of the intensity
vector directions can be modelled as von Mises for a
circular random variable 6. Von Mises distribution is the
circular equivalent of the Gaussian distribution which is
observed due to the effect of reverberation [19].

el cos(0—p)

fO;p, k) = 277[70(5)’ (5)

where, 0 < 0 < 27, 0 < pu < 27 is the mean direction,
k > 0 is the concentration parameter and Iy(k) is the
modified Bessel function of order zero.

Figs. 2.2 shows the probability density functions of
the intensity vector directions, individual mixture com-
ponents and the mixture of von Mises functions for three
sound sources fitted to the data by expectation maximi-
sation, respectively. The sources are at 30°, 150° and
270°. The intensity vector directions were calculated for
a 0.37 s recording at 44.1 kHz in a room with reverber-
ation time of 0.83 s.

Th von Mises functions can be used for beamforming
in the direction of u, where k is selected according to
the desired beamwidth gy of the spatial filter as

k=1n2/[1 - cos(fpw/2)]. (6)

Then, the signal corresponding to the estimate of the
plane wave arriving from the direction u is obtained by
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Figure 2: Two spatial filter examples based on von
Mises functions for suppression of sounds at 50° and
200° with a beamwidth of 40° and at 120° and 270°
with different suppression levels with a beamwidth of

70°.

spatial filtering the pressure signals with this directivity
function:

5(/1700775) :pW(wvt)f<'7(wvt);N,’€)' (7)

2.3 Suppression of specific sounds

The separation of signals in all directions before the bin-
aural processing enables modifications to the acoustic
scene by removing some sounds. Unwanted sounds can
be filtered out based on their directions using a spatial
filter g(6);

Snew(pt, w, t) = 3(p, w, 1) g(v(w, 1)). (8)

The level of suppression can also be chosen. Two ex-
ample filters based on von Mises functions defined in Eq.
(5) can be found in Fig. 2.3. The first filter suppresses
sounds at 50° and 200° directions with a beamwidth of
40°. The second filter suppresses sounds at 120° and
at 270° directions with a beamwidth of 70°, while the
latter direction is suppressed more than the former.

3 Binaural Processing

For auralisation, the separated signals corresponding to
the plane waves arriving from all directions need to be
auralised. These signals are multiplied with the corre-
sponding HRTFs in the frequency domain and summed
to obtain the left ear and the right ear binaural signals,
by, and bg, respectively:

b t) = o / S Oh(mw)dn ()
2
ba(eont) = 5 [ S Oheu)dn (10

where hy and hp are the left ear and right ear HRTFs
in the frequency domain.
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3.1 Head movements

Head movements can also be incorporated in this model.
When the head rotates along its axis, the horizontal ar-
rival directions of the direct sound and early reflections
with respect to the listener also rotate. For a rotation of
« degrees in the horizontal plane, the separated signals
in Eqgs (9) and (10) are replaced with

gnew(/f"awvt) :g(ﬂ_a7w7t)' (11)

As the processing is done for each time-frequency
block, compensation for head movements can easily be
included in the applications.

3.2 Distortion

Due to the spatial filtering applied on each time-frequency
block, the separated signals § contain distortion, albeit
to a limited extend. This distortion, however, is allevi-
ated by binaural processing in Eqs (9) and (10) as the
summation restores the missing time-frequency blocks.
The suppression however, introduces additional distor-
tion, which increases with increasing beamwidth.

As the distortion levels have been found to be very
low, which were also confirmed by informal listening
tests, no further investigation of the distortion levels
were carried out.

4 Results

4.1 Test recordings

The recordings used in the testing of the algorithm were
obtained by exploiting the linearity and time-invariance
assumptions of the linear acoustics. The array record-
ings of convolutive mixtures were obtained by first mea-
suring the B-format room impulse responses for indi-
vidual sound sources, convolving anechoic sound sources
with these impulse responses and summing the result-
ing reverberant recordings. Similarly, binaural record-
ings were obtained by first measuring binaural room
impulse responses, convolving, anechoic sound sources
with these and summing the results.

The impulse responses were measured in two differ-
ent rooms. The first room was an ITU-R BS1116 stan-
dard listening room with a reverberation time of 0.32
s. The second one was a meeting room with a rever-
beration time of 0.83 s. Both rooms were geometrically
similar (L = 8 m; W = 5.5 m; H = 3 m) and were
empty during the tests.

For both rooms, impulse response recordings were
obtained at 44.1 kHz both with a SoundField micro-
phone system (SPS422B) and a Neumann KU100 dummy
head at the same recording position using a loudspeaker
(Genelec 1030A) and playing a 16th-order maximum
length sequence (MLS) signal [20]. A set of binaural
room impulse responses and B-format room impulse re-
sponses were obtained for six source directions of 0°,
60°, 120°, 180°, 240° and 300°. Each of the 6 measure-
ment positions were located on a circle of 1.6 m radius
for the first room, and 2.0 m radius for the second room.
The recording points were at the center of the circles,
and the frontal directions of the recording setup were
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fixed in each room. At each measurement position, the
acoustical axis of the loudspeaker was facing towards the
array location, while the orientation of the microphone
system was kept fixed. The source and recording posi-
tions were 1.2 m high above the floor. The loudspeaker
had a width of 20 cm, corresponding to the observed
source apertures of 7.15° and 5.72° at the recording po-
sitions for the first and second rooms, respectively.

Anechoic sources sampled at 44.1 kHz were used
from the Music for Archimedes CD [21]. The 5-second
long portions of male English speech (M), female En-
glish speech (F), male Danish speech (D), cello music
(C) and guitar music (G) sounds were first equalized for
energy, then convolved with the impulse responses of the
required directions and the recording setup. Combina-
tions of different sound sources were then obtained by
summing the results, which provided the binaural and
array recordings of real acoustic environments contain-
ing multiple sound sources.

4.2 Preliminary listening test results

A small informal listening test was designed where two
subjects were presented with synthesized and original
binaural recordings. The number of sound sources in
the recordings were ranging from three to five. The
subjects were asked to comment on any differences on
the perceived source locations between the synthesized
and original recordings. As no differences were detected
in the test runs, no further tests were carried out.

The subjects also mentioned the lower level of high
frequencies in the synthesized recordings than the orig-
inal recordings, which is due to the difficulty of calcu-
lating intensity vector directions accurately for high fre-
quencies. The subjects could clearly identify the rooms
where the recordings were made by listening to either
the synthesized recordings, or the original recordings,
indicating that the reverberant characteristics of the
rooms were preserved in the synthesized recordings.

5 Conclusions

An algorithm based on the exploitation of intensity vec-
tor directions has been introduced for direct binaural
coding of microphone array recordings. It has been
shown that directional recordings provide detailed in-
formation about a sound field which can be used to
synthesize BRIRs with inclusion of head rotation com-
pensation. Analysis results are then used together with
an HRTF database for synthesizing binaural recordings.
The method also enables suppression of unwanted sounds
by spatial filtering prior to binaural synthesis. Since the
room impulse response characteristics and the spectral
shaping of the pinne, head and torso are processed sepa-
rately in the binaural synthesis, different HRTF databases
or the individualized HRTFs can be employed to in-
crease realism.

The method eliminates the need to make record-
ings with a mannequin or a human test subject. Com-
parisons of measured and synthesized binaural room
impulse responses show that the method can be em-
ployed for virtual collaboration to provide immersive
aural communication.



Future work will include the analysis and processing

of elevated sources and reflections and will investigate
reproductions on multichannel systems. The perceptual
effects and artifacts will be determined by formal listen-
ing tests.
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