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The aim of the paper is to show a system engineered for automatic detection and correction of detuned singing. 
For this purpose, existing methods of fundamental frequency detection and pitch correction are reviewed. In 
addition, main characteristics of some existing detuning systems are presented. As algorithms for fundamental 
frequencies detection and pitch correction, the fast autocorrelation and HPS (Harmonic Product Spectrum), and 
the modified phase vocoder and PSOLA (Pitch-Synchronous Overlap-Add) are chosen and examined. Four 
possible combinations of the algorithms are reviewed not only in the context of fundamental frequency detection 
and pitch shifting correctness but also with regard to the quality of the resulting singing signal. Experiments are 
performed on both male and female singing samples consisting of a variety of tones and various articulations. 
Basing on the obtained results, it is concluded that the HPS and PSOLA algorithms are the optimum choice as 
means to correct detuned singing. In addition, listening tests are performed in order to confirm objective 
measurements of pitch detection and correction. The system is implemented in JAVA. Conclusions are drawn and 
proposals of improvements are provided. 

1  Introduction 

Within the past ten years in the musical market, especially 
the one connected with the popular music, there has 
developed the fashion for creating records putting great 
emphasis on quality and tone with simultaneously attaching 
less importance to feeling. Singers were demanded to sing 
ideally in tune even if it resulted in lack of emotions and if 
their efforts did not meet producers’ expectations as to their 
voices,  thanks to rapid development of modern technology, 
were corrected using computer systems.  Today this fashion 
is gradually changing allowing for barely audible out of 
tune notes if they are sung or played with extraordinary 
feeling but till now a lot of applications able to improve this 
feature have been developed. 
As early as the beginning of the nineties the systems were 
indeed able to correct false notes but simultaneously caused 
audible changes to sound. The real breakthrough was dated 
1996 when Auto-Tune system of Antares Audio 
Technologies, which was able to shift a pitch without 
significant interference in original sound, was presented. 
Today, the pitch correction systems provide not only pitch 
shifting but also possibility of changing voice timbre or 
adding ‘artistic hoarseness’ to voice. 

2 Fundamental frequency detection 

In the common approach to pitch correction at the first step 
the fundamental frequency detection is performed. There 
are many methods of fundamental frequency detection, 
operating in time domain, frequency domain or, thanks to 
time-frequency transformations, in the field of both 
domains [1, 7]. Using time-domain methods one can 
retrieve fundamental frequency directly from the time form 
of a signal, without the need for complex transformations. 
The typical characteristics of time methods are: good 
resolution, occurrence of octave errors and low resistance to 
noise. Despite the fact that there is no necessity of 
performing complex transformations, without some 
optimization modifications these methods can be time 
expensive. Among time methods of fundamental frequency 
detection one can mention: threshold methods, ACF 
(Autocorrelation Function), AMDF (Average Magnitude 
Difference Function), envelope analysis [7, 10, 12, 13]. 
Frequency methods of fundamental frequency detection are 
based on a signal spectrum analysis. In case of sound 

having a definable pitch, its spectrum composes of series of 
peaks corresponding to fundamental frequency and 
harmonic frequencies being its multiplicity. Analyzing a 
distribution of these peaks it is possible to define 
fundamental frequency of a sound [1]. As an example, 
following frequency methods of fundamental frequency 
detection can be mentioned: HPS (Harmonic Product 
Spectrum), double Fourier transformation, cepstral method 
[1, 3, 7, 9, 10]. 
Another worth-mentioning type of means for fundamental 
frequency detection are perceptual methods. They are based 
on the way of perceiving sound by the human hearing 
system. As an example of perceptual methods, fundamental 
frequency detector based on Licklider dualism theory of 
pitch perception can be mentioned [5, 11]. The algorithm of 
the detector, developed by Slaney and Lyon [11], is based 
on the utilization of cochlea model in connection with a set 
of values of the autocorrelation function. A so-called 
correlogram, which is a result of performing 
autocorrelation, is filtered, non-linearly amplified and 
summed up among each channel values. Basing on the 
analysis of resulting peaks fundamental frequency can be 
determined. The algorithm is resistant both to noise and 
phase changes [11]. 

3 Pitch correction methods 

Pitch correction, like fundamental frequency detection, can 
be performed in time domain, frequency domain or in the 
field of both domains. The bases for construction of pitch 
shifting algorithms are: phase vocoder in frequency domain 
and time scaling in time domain. Both algorithms in their 
original form result in audible unwanted changes to sound. 
However, today's computer computational power is 
sufficient enough to introduce some improvements, such as 
phase adjusting among adjacent frames. More advanced 
methods based on human perception or on the usage of 
wavelets are also in use [2, 4]. 
Time-domain methods are based on the assumption that in 
the sufficiently small frame (e.g. 1024 samples) the signal 
is periodic [8]. Pitch shifting within these methods is 
basically modification of fundamental period within each 
frame. The commonly used time-domain method is PSOLA 
(Pitch-Synchronous Overlap-Add), which performs pitch 
correction basing on series of marks positioned in the signal 
in determined distance from each other. The ideal 
distribution is such that points are positioned in the signal 
peaks and simultaneously in equal distance from each other. 
Due to the fact that fundamental period slightly changes 
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within the chosen frame such distribution is not possible. 
Therefore, one aims at such distribution that a distance 
between neighbouring points is close to the first, detected 
fundamental period and points are positioned near the 
signal peaks [8]. Goncharoff-Gries algorithm is used in this 
case. In the next stage a new vector of points, spaced in 
identical distance equal fundamental period corresponding 
to the desired pitch, is generated. For each new point the 
nearest mark in the original vector of points is being found 
and a part of signal within two original fundamental periods 
separated by this point is copied into a new place 
determined by a new point. Summed up, overlapping parts 
compose the pitch-corrected signal [2, 8]. 
Pitch correction in frequency methods lies in modification 
of spectral bins composing peaks with retaining existing 
relationship among them. In a phase vocoder, each peak of 
a spectrum is shifted by a determined value multiplied by a 
number of harmonic frequency corresponding to the peak 
being processed at the given moment. To determine the 
shift value properly the frequency detection (in frequency 
domain) should be done using parabolic interpolation of 
peak maximum and neighbouring maxima [4, 6]. 

4 Existing pitch correction systems 

After the success of previously mentioned Auto-Tune 
application there have appeared many various, continuously 
being improved solutions on the market. Among most 
popular systems one can mention Antares Auto-Tune [14], 
Celemony Melodyne [15], Serato Pitch’n’Time [16], TC-
Helicon VoiceOne [17]. The systems are available as plug-
ins of various types for popular music editors such as 
Steinberg Cubase and Pro Tools or as the autonomous rack 
units being able to correct pitch in real time. Below, there 
are some characteristics of the mentioned systems. 
Work with Antares Auto-Tune can be started with choosing 
gender of voice or instrument. This enables the system to 
choose correction algorithm appropriate for the input 
characteristic. Pitch correction can be performed in one of 
two available modes: automatic and graphic. In the 
automatic mode a correction is performed basing on a key 
automatically retrieved from the MIDI pattern or, in case 
there is no particular key in the system database, manually 
entered using virtual or external MIDI controller. In the 
graphic mode, detected frequencies are presented as a 
contour which can be freely modified using various graphic 
tools. The application enables to control the level of 
correction to avoid excessive adjustment of sung or played 
phrase to the pattern [14]. 
The Celemony Melodyne application was for the first time 
presented in 2001 during winter NAMM exhibition. Its 
constructors have used innovative approach to sound 
representing which is presenting each note as the object of 
shape, length and height determining its characteristic. 
Height of the object represents velocity, length – duration, 
and vertical position – pitch.  Within each object and 
between adjacent objects there is a frequency contour 
which represents frequency modulations and pitch drift. 
One can modify each note by manipulating the 
corresponding object and contours [15]. 
Another pitch correction application, Serato Pitch'n'Time, is 
based on human sound perception and is available in three 

versions, which differ in possibilities and number of 
available functions. Most advanced one, version Pro, allows 
to change pitch by ±36 semitones and simultaneously 
change tempo (independently) in a range of 12.5% up to 
800% of the original value. One can modify pitch using 
simple function of increasing or decreasing it by a chosen 
number of semitones, operating on graphical representation 
of a signal or determining pitch by tempo settings. 
Application provides a processing of stereo tracks without 
phasing and processing of matrix encoded tracks without 
losing surround information. Serato Pitch'n'Time is 
intended for use with Pro Tools [16]. 
TC-Helicon VoiceOne as opposed to the previous systems 
is an autonomous unit equipped with DSP processor able to 
correct pitch in real time. The equipment is utilizing both 
the classical pitch correction algorithms basing on formants 
and algorithms specially intended for human voice. Pitch 
correction is performed basing on one of 48 predefined 
keys or on a key entered by user with MIDI controller [17]. 

5 Research on algorithms 

To develop own correction system of detuned singing the 
research on chosen algorithms of fundamental frequency 
detection and pitch correction was performed. Examined 
algorithms were: fast autocorrelation, HPS, PSOLA and 
modified phase vocoder. The Matlab codes of the 
algorithms come from Connexions website [18]. 

5.1 Fundamental frequency detection 
algorithms 

At the first step of examining fast autocorrelation 
algorithm, impact of correlation threshold on fundamental 
frequency detection effectiveness was checked. Analysis 
was performed for values equal 0.005, 0.01, 0.015, 0.02, 
0.025, 0.03 with frame length equal 8192 samples and hop 
size equal 2048 samples. The input signal was male voice 
singing notes from A3 to E4. It was assumed that the proper 
detection was such that the relative error should be less than 
3%. The error threshold of such level let treat fundamental 
frequency as correctly detected when it was in range 
described by the Eq. (1). In this equation P denotes detected 
pitch whereas 1refP  and 2refP  are, respectively, reference 
pitch of the nearest tone from the twelve-semitones scale 
lower than reference tone for P and reference pitch of the 
nearest tone higher than reference tone corresponding to P. 
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21 PP
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+<<

−
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Duration of a tone considered is within the particular 
number of frames among which each has 8192 samples. 
Effectiveness of particular fundamental frequency detection 
is designated as a ratio of number of correct detections 
(number of frames among which detection was correct) and 
all detections for given tone (number of all frames 
containing examined tone). The results of research 
described above are given in Figs. 1 and 2. 
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Fig. 1 Fundamental frequency detection effectiveness using 

fast autocorrelation algorithm for particular tones 
depending on correlation threshold 
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Fig. 2 Average fundamental frequency detection 

effectiveness for fast autocorrelation algorithm depending 
on correlation threshold 

One can notice that the optimal threshold value is contained 
in range [0.015, 0.025]. The best results were obtained for 
threshold equal 0.020 and such value was used for further 
experiments. 
The next stage of analyzing fast autocorrelation algorithm 
was to check fundamental frequency detection correctness 
in relationship with frame length and hop length. Tests were 
performed basing on the sample of male voice singing A3 – 
E3 notes and female voice singing H4 – E4 notes with 
glissando articulation in both cases. The following frame 
lengths were used: 512, 1024, 2048, 4096, 8192 and 16384 
samples. For each frame length w  experiment was 

performed thrice, for hop sizes equal w
4
1 , w

2
1 , w

4
3 . The 

results of the experiment are presented in Figs. 3 and 4. 
Analyzing the results obtained for female voice one can 
notice that detection effectiveness is higher for lower frame 
lengths, beside the fact that for lengths 512 up to 2048 
differences are negligible.  However, using male singing 
sample for frame length equal 512 samples and hop size 

w
4
1  the obtained results are distinctly worse than for three 

next frame lengths. Also, comparing results with these 
obtained for female voice one can notice that for lengths 
equal 8192 and 16384 samples results are worse. These 
differences might be caused by individual characteristics of 
both sung samples such as velocity, attack, voice strength. 
For both male and female samples at the same time the best 
results were obtained for frame lengths equal 2048 and 

4096 samples and hop size equal w
2
1 . 
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Fig. 3 Fundamental frequency detection effectiveness using 
fast autocorrelation algorithm for male voice depending on 

frame length and hop size 
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Fig. 4 Fundamental frequency detection effectiveness using 
fast autocorrelation algorithm for female voice depending 

on frame length and hop size 

The research on relationship between frame length and the 
fundamental frequency detection correctness was also 
performed for HPS algorithm. Utilized input samples as 
well as frame lengths and hop sizes were the same as in the 
previous case. The obtained results have been presented in 
Figs. 5 and 6. 
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Fig. 5 Fundamental frequency detection effectiveness using 

HPS algorithm for male singing sample depending on 
frame length and hop size 

Using HPS algorithm, for longer frames better results were 
obtained, although for frame lengths equal 1024 up to 
16384 samples differences were slight (within 5% change). 
For frame length equal 16384 samples fundamental 
frequency detection effectiveness was near the level of 
100%. For length of 512 samples and male singing sample 
the effectiveness was less than 7%. For female voice such 
drawback of the algorithm was not observed (the 
effectiveness was over 95%). Again, like in the fast 
autocorrelation algorithm such difference might have been 
caused by specific articulation used with the male singing. 
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Fig. 6 Fundamental frequency detection effectiveness using 

HPS algorithm for female singing sample depending on 
frame length and hop size 

5.2 Pitch correction algorithms 

The next stage of the research was examining pitch 
correction algorithms with regard to correctness and quality 
of resulting signal. Four possible configurations of 
fundamental frequency detection algorithms and pitch 
correction algorithms were reviewed. Tests were performed 
using male and female with glissando articulation singing 
sample. The correction based on increasing the first tone of 
the glissando and preserving it for the whole duration of the 
sample. It was assumed that the proper correction was such 
that the resulted pitch equaled the reference pitch and 
quality was subjectively rated as level of general similarity 
in sound with the original signal. 
Analyzing the obtained results one can notice that 
irrespective of the utilized detection or correction algorithm 
high impact on the final effect has the hop size 
corresponding to the chosen frame length. Performing 

correction with hop size equal w
4
3  result in chopped 

signal. The specific tremolo effect of a speed depending on 
used frame length is audible. Utilizing small hop size (e.g. 

w
4
1 ) let minimize this effect by multiple summing of 

overlapping frames multiplied by Hanning window. Hereby, 
the signal being the average of parts of the signal among 
adjacent frames in terms of shape and amplitude is 
obtained. 
Analysis of the results respectively to chosen frame length 
has showed that the correction effectiveness depends on the 
particular fundamental frequency detection algorithm. 
Using autocorrelation algorithm with a long frame resulted 
in skipping tones of a short duration (shorter than frame 
length). This effect could be very clearly observed for the 
correction of glissando articulation with frame length equal 
16384 samples. Such problem did not exist using HPS 
algorithm as it does not operate on time-domain form of a 
signal. 
The research on a quality of corrected signals depending on 
length of used frame showed that for PSOLA algorithm the 
shorter frame used the more audible distortion or flutter to 
the sound. For modified phase vocoder there was no 
relationship between frame length and sound quality 
observed but negative effect on formants resulting in 
unnatural metallic sound was noticed. 

6 System design and validation 

6.1 System design 

Basing on the results of the research described in the 
previous section it was concluded that the optimum choice 
for the correction of detuned singing are HPS and PSOLA 
algorithms. For the chosen configuration the best results 
were obtained using frame of 8192 samples and hop size 
equal 2048 samples. These are default values in the 
developed system. The research has also showed that in 
some cases, e.g. in glissando articulation, shorter frames are 
necessary. Therefore, in designed system one is able to 
chose different frame length and hop size from the 
predefined set of values. 
The system was implemented in JAVA, as it provides many, 
free sound libraries. The development environment used 
was Netbeans IDE 5.5 with JDK 1.6 and the runtime 
environment was JRE 1.6. The user graphical interface was 
developed using Swing library. In Fig. 8 there is the main 
window of the application showing correction of the input 
signal. 

 

Fig. 8 The main window of the application with a view of 
pitch of the original signal and corrected one changing in 

time 

It was assumed that the signal to be corrected is always 
stored in the WAVE PCM file of frequency sampling equal 
44100Hz and bit resolution equal 16bps. The signal is 
single mono track. The system provides two ways of pitch 
correction. The first one is based on the MIDI pattern 
loaded from SMF file and the second one lies in decreasing 
or increasing pitch basing on a given fixed value in Hz 
entered by user. The additional requirement was to provide 
possibility of performing detection without proceeding with 
correction. Before performing detection or correction user 
has a possibility to chose frame length from the set of 
following values: 1024, 2048, 4096, 8192, 16384 samples. 

For the chosen frame length one can set hop size to w
4
1 , 

w
2
1  or w

4
3 . Default hop size is w

4
1 . Additionally, user 

can set downsampling factor of the HPS algorithm and path 
slope for PSOLA algorithm. Default downsampling factor 
is 5 and default path slope equals 4. 

Acoustics 08 Paris

2253



 

6.2 System validation 

The pitch correction provided by the system was validated 
using male singing sample consisted of notes H3 to G4 
sung in sequence, female and male glissando articulations 
used previously for testing Matlab algorithms and the part 
of vocal track of the own composition. For the sequence of 
tones four MIDI patterns were used. The first two patterns 
contained sequences increased and decreased by whole 
tone. The third pattern consisted of sung notes, therefore its 
aim was to level each out of tune note. Tones of the last 
pattern were determined by random number generator 
giving numbers from 59 (note H3 MIDI code) to 67 (note 
G4 MIDI code). For male and female glissando articulation 
three patterns were prepared.  The first pattern consisted of 
the note beginning the glissando increased by a whole tone, 
the second one – the note with which the glissando begun 
and the third one – the note beginning the glissando 
decreased by a whole tone. For the part of vocal line of the 
own composition MIDI pattern containing phrase increased 
by fourth was prepared. 
The processes of fundamental frequency detection and pitch 
correction were performed for default values. After 
correction listening tests were performed as well as 
checking obtained pitch values by treating the corrected 
signal as an input of previously examined Matlab HPS 
algorithm. Analyzing obtained results it was stated that the 
three last tones were not shifted correctly (fundamental 
frequency detection effectiveness equal respectively 5.3%, 
0.0% and 1.7% for sample containing notes decreased by a 
whole tone and 71.4%, 70.6%, 5.2% for sample consisting 
of notes increased by a whole tone). For other notes the 
average fundamental frequency detection effectiveness 
equaled 81%. When using randomly generated MIDI 
pattern, although pitch was shifted correctly, quality of 
resulting sound was very low. Analysis of the singing 
sample let conclude that the problems were caused by voice 
articulation. Three last notes were sung with much greater 
attack than the others. 

7 Conclusions 

The listening tests of the developed application have shown 
that using classical, common algorithms of fundamental 
frequency detection and pitch correction it is hard to 
develop the system providing faultless correction and 
preserving the original sound quality. To obtain satisfying 
results, creating such system one should consider 
perceptual methods and wavelet transformations. The 
research on the algorithms implemented in Matlab has 
shown that due to the non-deterministic aspects of human 
voice simple mathematical models are not sufficient means 
to describe it. 
Considering the developed system better results could be 
achieved by implementing also the other two algorithms 
reviewed in the research and connecting them with existing 
ones. Then, depending on a type of correction to perform, 

time-domain or frequency-domain algorithm could be used 
or both algorithms could run simultaneously and basing on 
the results from the population of adjacent frames more 
reliable results could be chosen. Another interesting feature 
would be variable frame length depending on timing value 
defined in MIDI pattern. 
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